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Abstract

Audio-driven talking head generation necessitates seamless
integration of audio and visual data amidst the challenges
posed by diverse input portraits and intricate correlations be-
tween audio and facial motions. In response, we propose a ro-
bust framework GoHD designed to produce highly realistic,
expressive, and controllable portrait videos from any refer-
ence identity with any motion. GoHD innovates with three
key modules: Firstly, an animation module utilizing latent
navigation is introduced to improve the generalization abil-
ity across unseen input styles. This module achieves high
disentanglement of motion and identity, and it also incor-
porates gaze orientation to rectify unnatural eye movements
that were previously overlooked. Secondly, a conformer-
structured conditional diffusion model is designed to guaran-
tee head poses that are aware of prosody. Thirdly, to estimate
lip-synchronized and realistic expressions from the input au-
dio within limited training data, a two-stage training strat-
egy is devised to decouple frequent and frame-wise lip mo-
tion distillation from the generation of other more temporally
dependent but less audio-related motions, e.g., blinks and
frowns. Extensive experiments validate GoHD’s advanced
generalization capabilities, demonstrating its effectiveness in
generating realistic talking face results on arbitrary subjects.

Code — https://github.com/Jia1018/GoHD

1 Introduction
Audio-driven portrait animation, widely applied in social
media and mixed reality contexts like avatar creation and
teleconferencing, has made notable progress fueled by ar-
tificial intelligence (Chen et al. 2019; Zhou et al. 2020;
Wang et al. 2021; Prajwal et al. 2020; Zhang et al. 2023;
Yu et al. 2023; Tian et al. 2024; Xu et al. 2024; Drobyshev
et al. 2024). However, various problems persist in existing
animation methods. Specifically, some struggle with main-
taining natural mouth shapes when animating exaggerated
expressions (Zhou et al. 2020; Prajwal et al. 2020; Zhang
et al. 2023), while others encounter severe warping distor-
tions and identity alternations for unseen data (Wang et al.
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Figure 1: Illustration of gaze orientation experiments. The
results of two identities driven by the same audio clip and
different gaze directions are presented. The true pitch and
yaw angles are multiplied by π.

2021; Ji et al. 2022). In addition to the difficulties in generat-
ing audio-synchronized lip motions, there are challenges in
accurately estimating other spontaneous motions like head
poses and eye motions, often resulting in poor performance
(Zhou et al. 2020; Zhang et al. 2023) or reliance on another
reference video (Zhou et al. 2021; Ji et al. 2022; Ma et al.
2023a,b), which is not available in most scenarios. Conse-
quently, crafting a robust portrait animation framework that
is effective for all types of input portraits and can indepen-
dently generate satisfactory talking motions remains an un-
resolved issue.

Therefore, to devise a novel talking face system that can
generalize well to any initial identities with various facial
motions, several challenges remain to be addressed: 1) The
input portraits may vary significantly in terms of appear-
ance, expression, and other factors, requiring the system to
learn a robust representation of facial features and move-
ments that can be applied to new, unseen subjects. Ani-
mating techniques of current methods (Wang et al. 2021; Ji
et al. 2022; Zhou et al. 2020) fail to fully disentangle iden-
tity and motion, resulting in poor generalization and distor-
tions, especially when applied to out-of-distribution images
with rich expressions. 2) Existing implicit or explicit mo-
tion representation methods (Deng et al. 2019; Zhou et al.
2021; Yu et al. 2023) for facial animation encounter limita-
tions in gaze orientation, inevitably creating unnatural look-
ing directions in the generated videos. 3) The intricate map-
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pings between audio and low-frequency motions (e.g. head
poses) require models to incorporate both prosody aware-
ness and result diversity. Prior works that use probabilistic
methods (Zhang et al. 2023) or sequence-to-sequence mod-
els (Wang et al. 2021) often emphasize one aspect—either
diversity or prosody—while ignoring a balanced consider-
ation of both features. 4) Learning precise lip-audio align-
ment requires enormous training sample pairs to achieve
cross-modal adaption in the feature spaces, which is often
inaccessible to regular researchers. Additionally, the inter-
play between mouth movements and other spontaneous fa-
cial actions (less correlated with audio), such as blinks and
frowns, can introduce complexity to the overall expression
generation process.

To overcome these difficulties, we propose GoHD, a
Gaze-oriented and Highly Disentangled portrait animation
method with audio-driven rhythmic head poses and realistic
facial expressions. Specifically, GoHD is composed of three
main modules: a generalized latent navigable face animator
with gaze orientation, a prosody-aware denoising network
for pose generation, and an expression estimator trained in
a two-stage manner. Firstly, to accomplish fully disentan-
gled motion transformation for arbitrary input identity, we
integrate the animation module with latent navigation tech-
niques (Wang et al. 2022b), skillfully decoupling a latent
motion space from the underlying identity. More precisely,
we split it into a source branch and a driving branch. In the
source branch, a latent identity code is generated for each
input reference image, representing the appearance feature
without any head poses or expressions. Meanwhile, the driv-
ing branch processes target motions as inputs and predict a
motion vector based on a learned motion codebook. Gaze
directions are incorporated as conditions in this branch to
provide overall motion control and rectify potential unnatu-
ral eye movements. The animated result is then obtained by
decoding a combined representation of the predicted motion
vector and the identity code.

Additionally, to realize audio-driven and controllable
portrait animation, we design two independent generators
for the driving motions in the face animator. An audio-
conditioned diffusion model with a conformer-based denois-
ing network is used to map audio cues to head poses, cap-
turing prosody patterns with dilated convolutions and self-
attention modules for natural, sequential results. The great
probabilistic sampling characteristic (Ho, Jain, and Abbeel
2020; Alexanderson et al. 2023; Kong et al. 2021; Shen
et al. 2023) of diffusion models further enhance the diversity
of generated outputs. Regarding expressions, we focus on
audio-related eye and lip motions, where lip movements re-
quire precise frame-wise synchronization, and eye motions
like blinks and frowns depend more on temporal dynam-
ics. To bridge this gap, we extract handcrafted eye motion
features from pre-defined expression coefficients and intro-
duce an audio-to-expression prediction approach trained by
a two-stage strategy. The first stage focuses on distilling
precise frame-wise lip motions from an expert pre-trained
on sufficient audio-visual pairs (Prajwal et al. 2020), while
the second stage uses an LSTM (Long Short-Term Mem-
ory) structured model to generate temporally dependent eye

motions. With our well-designed two-stage training scheme,
realistic and audio-synchronized expression generation is
achieved with effective disentanglement of lip and eye mo-
tions.

In summary, this paper contributes in the following ways:
1) We propose a gaze-oriented and robust face animation
module using latent navigation that effectively disentangles
motion from identity. 2) We present a conformer-based con-
ditional diffusion model for generating rhythmic and real-
istic poses. 3) A two-stage training strategy for expression
prediction is devised to bridge the frequency gap between
lip and eye motions. 4) Extensive experiments demonstrate
that our method can generate advanced talking face results
on arbitrary subjects with the proposed motion generation
and animation modules.

2 Related Work
Audio-driven Talking Face Animation. The goal of this
task is to generate a video where the input face image ani-
mates in synchronization with the provided audio. Early ap-
proaches (Chung et al. 2017; Vougioukas, Petridis, and Pan-
tic 2019; Song et al. 2019) adopt end-to-end networks for
direct frame-wise generation from input face image and au-
dio. To enhance audio-visual control, Chen et al. (2019) uses
explicit facial landmarks, while Zhou et al. (2019) employs
disentangled latent representations. PC-AVS (Zhou et al.
2021) addresses spontaneous motions like head poses with
a decoupled latent pose space. StyleTalk (Ma et al. 2023a)
introduces a style-controllable decoder, and Yu et al. (Yu
et al. 2023) decompose the latent space into lip and non-lip
spaces. Some other works (Wang et al. 2021, 2022a) inde-
pendently predict head motions but can lead to face distor-
tion and identity alternation. MakeItTalk (Zhou et al. 2020)
estimates speaker-specific motions with facial landmarks,
limiting expression conveyance. MODA (Liu et al. 2023)
enhances motion decoupling with denser landmarks. Later
works (Ren et al. 2021; Zhang et al. 2021, 2023) explore
3DMMs, but appear desynchronized lip motions (Ren et al.
2021; Zhang et al. 2021) and unrealistic poses (Zhang et al.
2023). More recently, the world’s famous AI labs released
several outstanding works (He et al. 2023; Xu et al. 2024;
Drobyshev et al. 2024; Tian et al. 2024) in this area, yet their
requirements for huge training datasets are not practical to
regular researchers. Our work introduces a novel framework
capable of generating more realistic overall facial motions
while addressing the practical challenge of limited training
data availability.
Video-driven Talking Face Motion Imitation. In this cate-
gory, the objective is to create a new video where the source
face image adeptly mimics the expressions and head move-
ments of the input driving video. Intermediaries are crucial
for precise motion transformation. FOMM (Siarohin et al.
2019) uses learned key points and their affine transforma-
tions as structural references, while methods (Wang, Mallya,
and Liu 2021; Siarohin et al. 2021; Hong et al. 2022; Zhao
and Zhang 2022) enhance it with 3D (Wang, Mallya, and Liu
2021) or depth information (Hong et al. 2022), and modified
motion estimation (Siarohin et al. 2021; Zhao and Zhang
2022). In contrast, LIA (Wang et al. 2022b) introduces a
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Figure 2: Illustration of our proposed GoHD, which is a
highly disentangled and controllable taking face generation
framework as described at the beginning of Section 3.

motion warping framework, navigating in latent space to
avoid errors from explicit representations. Pang et al. (Pang
et al. 2023) extend this approach with bidirectional cyclic
training for disentangled pose and expression editing. Style-
HEAT (Yin et al. 2022) uses a pre-trained StyleGAN (Kar-
ras et al. 2020) for high-resolution motion driving and edit-
ing, but may lead to identity discrepancies and artifacts.
Our method adopts a latent navigable approach (Wang et al.
2022b) for simple and effective motion transformation in an-
imating talking faces with predicted coefficients.

3 Method
The whole pipeline of our method is shown in Fig. 2. Given
an audio clip with T frames of mel-spectrogram (a1:T ) and
an input source image IS , denoting its original pose and ex-
pression coefficients as p0 and e0 respectively, with a driv-
ing gaze direction g (detected from IS or personally de-
fined), the sequential talking face frames Î

D

1:T are generated
as follows:
1) Diffused Head Poses. A rhythmic head pose sequence
p̂1:T is synthesized through a probabilistic diffusion model
conditioned on the input audio frames a1:T and the original
parameter p0.
2) Audio-to-expression Prediction. A sequence of expres-
sion coefficients, denoted as ê1:T , is obtained by a predictor
trained in two stages, integrating an MLP-based (Multilayer
Perceptron) distillation network and a generative LSTM
model, from the given audio segment a1:T and the original
expression parameter e0.
3) Gaze-oriented Face Animation. Given the predicted
motion descriptors p̂1:T and ê1:T , and the predetermined
gaze orientation g, the input source image IS can be ani-
mated to Î

D

1:T frame by frame through an animation mod-
ule involving latent space navigation to achieve robust facial
motion transformations.

3.1 Diffusion-based Head Pose Generator
Diffusion Model. To ensure that the generated head motions
exhibit diversity while maintaining a sense of rhythmicity,
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Figure 3: Demonstration of the residual denoising network
architecture in the diffusion model for head pose estimation.

we design a conditional diffusion model to synthesis head
pose coefficients p̂1:T corresponding to the input audio fea-
ture a1:T . The diffusion process at step n ∈ {1, 2, ...,N} is
defined as follows:

q(xn|xn−1) = N (xn;
√
αnxn−1, βnI), (1)

where αn = 1 − βn(0 < βn < 1) (2020), so that {βn}Nn=1
completely defines the diffusion process by sampling xn =√
1− βnxn−1+

√
βnϵ with ϵ ∼ N (0, I). In our context, we

designate the original variable x0 as the residual sequence
of the ground-truth pose coefficients ∆p1:T = p1:T − p0 ∈
RT×6 to generate more natural and continuous motion over
the first pose of the sequence.

As formulated by DDPM (2020), the network only needs
to predict the added noise ϵ, thus the loss function can be
constructed as:

L(θ|D) = Ex0,n,ϵ

[
∥ϵ− ϵθ(

√
ᾱnx0 +

√
β̄nϵ, c, n)∥2

]
,

(2)

where x0 is uniformly sampled from the training data D,
ᾱn and β̄n are constants determined by {βn}Nn=1, and ϵθ
is the conditional noise prediction network with learnable
parameters. In our case, the condition variable c can either
be the input audio feature a1:T or its combination with the
initial pose coefficient p0.
Network Architecture. The architecture of our denois-
ing network is shown in Fig. 3. Inspired by (Kong et al.
2021), we implement the network with a series of condi-
tional residual blocks for generating audio-aware residual
pose sequences. Within each block, we stack two conform-
ers where attention modules are incorporated into dilated
convolutions to effectively assimilate information over ex-
tended time scales.
Head Pose Synthesis. To enhance the realism of the syn-
thesized results, we incorporate classifier-free guidance (Ho
and Salimans 2021) to partially condition the reverse dif-
fusion process on the initial pose p0. Given an input ref-
erence pose p0, we define the source-referred condition-
ing c1:T with ct = at ⊕ p0, where at is the audio
feature at the t-th frame. After separately training a p0-
conditional model ϵθ(xn, c1:T , n) and a p0-unconditional
model ϵθ(xn,a1:T , n), the classifier-free guidance can be
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Figure 4: Definition of the eye motion feature, where blt
represents the eye-blinking ratio of the t-th frame, with
het/r ∈ R denoting the average heights of eyes. frt ∈ R20

symbolizes the corresponding brow displacements, and flat
means the operation of flattening. The landmark indices and
calculation for het/r are illustrated on the right side.

achieved by combining the prediction of both models:
ϵγθ (xn, c1:T , n) =γϵθ(xn, c1:T , n)

+ (1− γ)ϵθ(xn,a1:T , n),
(3)

where the coefficient γ(0 < γ < 1) can be adjusted to con-
trol the influence of p0 , and the synthesized head pose se-
quence can be inferred by:

p̂1:T = p0 + ∆̂p1:T = p0 + x̂0. (4)
where x̂0 is the reverse sampling result given the predicted
noise.

3.2 Expression Predictor Trained in Two Stages
This module includes frame-wise distillation for audio-
synchronized mouth shapes and temporal prediction for
spontaneous eye motions. To facilitate the disentanglement
of various facial actions from the overall expression coef-
ficients, we pre-define handcrafted eye motion features as
control signals for the first stage and as the generation goal
of the second stage.
Handcrafted Eye Motion Features. Given the expression
coefficients et of the t-th frame, the facial mesh can be re-
constructed by setting all other coefficients (poses and iden-
tity) to zero. We then extract the 68 facial landmarks l0:67t
from the above mesh. Similarly, a reference set of landmarks
l0:67r is obtained from a neutral facial mesh with “mean ex-
pression” er, where all coefficients of the expression basis
are set to zero. Considering eye blinks and brow frowns, we
define the eye motion feature f t ∈ R21 in Fig. 4.
Stage 1: Audio-to-lip Distillation. The audio-to-lip map-
ping poses a one-to-one problem due to the strong connec-
tion between mouth shape and pronunciation. To ensure that
the network specifically learns the correlation between audio
and lip motions in the first stage, we incorporate the ground-
truth handcrafted eye motion features f1:T as additional in-
put signals along with the audio a1:T and the initial expres-
sion coefficients e0 for regressing the overall expressions.
The mapping of each frame can be written as:

ẽt = MLPθ(Φa(at)⊕ e0 ⊕ f t), (5)
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Figure 5: The expression predictor trained in two stages.

where Φa is an audio encoder that embeds the input audio
feature to a latent space and MLPθ denotes a multilayer
perception. Notably, we distill the resynchronized results
from a pre-trained lip expert (Prajwal et al. 2020) (Ldistill)
to inherit its lip-audio alignment capability learned on suf-
ficient sample pairs, thereby compensating for our limited
dataset and reducing the risk of under-fitting.
Stage 2: Eye Motion Generation. After learning synchro-
nized audio-to-lip mapping, the second stage focuses on ad-
dressing the more complex mapping between audio and eye
motions and is trained with the learned weights in stage 1
frozen. To tackle this generation problem containing more
temporal dynamics, we employ the LSTM architecture. This
choice over transformer models is deliberate, as LSTMs are
known for their robustness in handling longer sequences
during inference, ensuring effective modeling of informa-
tion dependencies across various time scales. As is depicted
in Fig. 5, taking the sequence of audio features a1:T , the
initial expression coefficients e0, and the corresponding eye
motion feature f0 as input, we first encode a1:T through the
audio encoder Φa pre-trained in the first stage. Along with
e0 and the encoded eye motion features ω0 = Φe(f0), the
sequential procedure can be described as follows:

(ht,∆ωt) = LSTMθ(ht−1,Φa(at)⊕ ω0 ⊕ e0 ⊕ z), (6)

f̂ t = MLPθ(ωt) = MLPθ(ω0 +∆ωt), (7)

where ht is the hidden state at time step t, which corre-
sponds to the t-th frame, while h0 is a zero vector with the
same shape as ω0. To encourage the network to learn mul-
tiple probabilities of generating spontaneous motions, we
also concatenated a latent vector z in the hidden layer at
each step, which is sampled from the standard multivariate
Gaussian distribution. Note that we have the network pre-
dict the residuals of the embedded eye motion features for
faster convergence and better generalization ability. Com-
bining with the well-trained mapping network from the first
stage, the overall estimation of audio-driven expressions is
completed in a single, cohesive process:

ê1:T = Emap(a1:T , e0, f̂1:T )

= Emap(a1:T , e0,Glstm(Φa(a1:T ),f0, e0, z)), (8)

where Emap and Glstm are the frame-wise mapping net-
work and the LSTM-based eye motions generator, respec-
tively. We introduce three discriminators Deye, Dte and
Dtf to help distinguish the temporal naturalness and real-
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ness of the results. Extended descriptions can be found in
the supplementary material.

3.3 Latent Navigable Face Animator
Given the pose and expression coefficients p̂1:T and ê1:T
predicted from the audio, along with the reference image
IS and target gaze direction g, we draw inspiration from
(Wang et al. 2022b) and introduce a well-designed face an-
imator to generate the final talking portrait frames Î

D

1:T .
Unlike previous methods that rely on the transformations
of spatial key points (Wang, Mallya, and Liu 2021; Siaro-
hin et al. 2019), our animator directly manipulates the la-
tent space to alleviate information loss caused by using ex-
plicit structural representations and achieve better disentan-
glement of identity and motion. Additionally, different from
(Wang et al. 2022b) that requires a real video as the over-
all motion-driving signal, our animator makes the animation
derivable through separate intermediate motion descriptors.
This design choice enables explicit editing of various fa-
cial attributes and supports multi-modal driving (Fig. 9). In
training time, it animates the source image in a frame-by-
frame manner by learning the motion transformation from
IS to the target t-th frame ID

t via the detected coefficients
qt−r:t+r = pt−r:t+r ⊕ et−r:t+r, where IS and ID

t are two
randomly selected frames of a video, and r is the radius
of the adjacent window for smoothing, which is achieved
by a max pooling layer after several layers of projection.
As shown in Fig. 2, we first encode the source image into
a latent space to acquire an identity code zR. This latent
vector is then concatenated with the projected and gaze-
conditioned driving feature ρDt to estimate the motion trans-
fer ηR→Dt

on a learnable motion codebook, which con-
sists of a series of learnable orthogonal motion directions
Mθ = {m1, ...mn} to represent any latent navigation. By
jointly learning the magnitude ξi of each direction mi, the
latent navigation can be linearly calculated as follows:

ηR→Dt =
∑

i∈[1,n]

ξimi, (9)

where ξ1:n = MLPθ(ρ
D
t ⊕ zR). Afterward, the target

latent representation can be obtained by simple addition:
zDt = zR + ηR→Dt

, from which the target frame ID
t will

be generated through a decoder. Notice that, during training,
the driving gaze directions are directly inherited from the
driving frames, then the module’s gaze orientation ability
can be optimized through a simple gaze loss. During infer-
ence, the driving gaze directions can be set to any reasonable
pitch and yaw angles to achieve effective gaze manipulation
or rectify potentially unnatural looking directions. For sim-
plicity, we set them to the original gaze directions derived
from ISs in most of our experiments.

4 Experiments
4.1 Experimental Settings
Datasets. We leverage a subset of the VoxCeleb dataset
(2017) as the training set for our face animator, and a portion

Method
HDTF VoxCeleb

LSE-C ↑ LSE-D ↓ FID ↓ LSE-C ↑ LSE-D ↓ FID ↓
MakeItTalk (2020) 5.58 9.85 34.28 4.40 10.42 61.98
Wav2Lip (2020) 10.04 5.93 34.40 9.32 6.15 67.75

Audio2Head (2021) 7.97 7.30 34.31 5.79 8.61 79.05
EAMM (2022) 5.45 9.57 57.34 4.74 9.61 85.39

SadTalker (2023) 7.60 7.70 36.91 6.99 7.75 60.75
Ours 8.13 7.78 30.40 7.20 7.70 58.11

Ground Truth 8.97 6.67 - 7.51 7.42 -

Table 1: Quantitative comparisons for lip synchronization
and video quality. Best results are in bold, and scores closest
to the ground truth are underlined for reference.

Dataset
Metrics

Method
Audio2Head SadTalker Ours Ground Truth

HDTF

Var×103

p 2.399 2.473 2.411 4.315
SSIMp ↑ 0.972 0.985 0.996 -
Var×102

e 3.066 2.206 5.374 9.778
SSIMe ↑ 0.819 0.904 0.915 -

VoxCeleb

Var×103

p 1.992 1.896 2.314 8.746
SSIMp ↑ 0.984 0.987 0.987 -
Var×10

e 0.618 0.182 0.865 1.585
SSIMe ↑ 0.754 0.854 0.872 -

Table 2: Quantitative comparisons for spontaneous motions.
Best SSIM scores are in bold, and variances closest to the
ground truth are underlined.

of the HDTF dataset (2021) for the generation of motion de-
scriptors. Most of the testing is also conducted on hundreds
of unseen videos from these two datasets.
Comparison Methods. We conduct a comprehensive eval-
uation of our method by comparing it with various advanced
audio-only driven methods, including Wav2Lip (Prajwal
et al. 2020), MakeItTalk (Zhou et al. 2020), Audio2Head
(Wang et al. 2021), EAMM (Ji et al. 2022), and SadTalker
(Zhang et al. 2023). Our evaluation covers lip synchroniza-
tion and video quality for all the mentioned approaches.
Additionally, we assess the data structural match and nat-
uralness of other spontaneous motions when compared to
SadTalker and Audio2Head.
Evaluation Metrics. We use Frechet Inception Distance
(FID) (Heusel et al. 2017) to evaluate image quality. For
lip synchronization, we adopt methods from previous works
(Zhang et al. 2023; Yu et al. 2023) and utilize the pre-trained
SyncNet (Prajwal et al. 2020) for confidence (LSE-C) and
distance (LSE-D) evaluations of lip motions. Using the 2D
landmarks derived from the detected expression coefficients,
we compute the structural similarity (SSIMe) and average
variance (Vare) on the eyes and brows landmarks sequences
to assess the naturalness of eye motions. On the other hand,
to evaluate poses, we employ a pre-trained pose detection
model (Algabri, Shin, and Lee 2024) to obtain the pose
sequences of the generated videos. We then calculate the
structural similarities between these sequences (SSIMp) and
the average variance of their corresponding feature vectors
(Varp) to indicate their statistical match with real data.

4.2 Comparison with State-of-the-art Methods
Quantitative Comparison. Quantitative evaluations for lip
synchronization and video quality are reported in Table 1.
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Figure 6: Qualitative comparison on the two datasets. Apart from accurate lip synchronization, our method presents the best
generalization capability on animating extravagant input expressions and stability in pose generation.

According to the FID, our approach demonstrates an over-
all improvement in the realism of generated videos. In terms
of lip-sync performance, Wav2Lip unquestionably achieves
the best results, surpassing even the ground truth, because it
directly trains with the SyncNet model used for evaluation.
Consequently, we interpret scores closer to the ground truth
as indicating a relatively better ability to produce realistic
mouth movements. In this context, our method exhibits bet-
ter performance than SadTalker. Meanwhile, Audio2Head
presents smaller lip motion distances on the HDTF dataset,
likely due to the overlap between our testing set and its
training set. Furthermore, Table 2 illustrates assessments
for spontaneous motions. Two representative methods (Au-
dio2Head and SadTalker) are included in this comparison.
Audio2Head exhibits high diversity in generated poses and
expressions but suffers from significant misalignment with
real data, especially in expressions. In contrast, SadTalker
demonstrates good structural similarity with the ground
truth, albeit with lower diversity, especially in eye motions,
as it only considers controllable blinks in expression gen-
eration. Our GoHD achieves a balance between data diver-
sity and realism, presenting a comprehensive advancement
in poses and eye motion generation.
Qualitative Comparison. Fig. 6 shows visual comparisons
of three examples from the HDTF and the VoxCeleb dataset.
Audio2Head (Wang et al. 2021) and EAMM (Ji et al. 2022)
both rely on the animation framework of FOMM (Siarohin
et al. 2019), exhibiting severe face distortions and struggling
to preserve identity. MakeItTalk (Zhou et al. 2020) performs
poorly in lip synchronization, while Wav2Lip (Prajwal et al.
2020) suffers from artifacts in the lip region, especially when
handling substantial variations in mouth shape. SadTalker
demonstrates relatively high visual quality but occasionally
produces unnatural and upward-tilted head poses. As shown
on the middle and the right, it encounters incomplete mo-
tion disentanglement and has difficulty animating faces with
exaggerated lip morphology. In general, aside from accurate
lip synchronization, our method demonstrates superior gen-
eralization capability in animating extravagant input expres-
sions and stability in pose generation.

SadTalkerOurs MakeItTalk Wav2Lip EAMM

Overall 
Naturalness

Lip Sync

Gaze 
Naturalness

Expression 
Vividness

Head Pose 
Naturalness

Audio2Head

Percentage

Figure 7: The result of user study.

User Study. We conduct a user study to evaluate the overall
performance of our method against various competitors. We
randomly select 30 test examples and invite 37 volunteers to
assess each example in terms of head pose naturalness, ex-
pression vividness (with a focus on eye motions like blinks
and frowns), gaze naturalness, lip synchronization, and over-
all naturalness. With a total of 30 × 37 = 1, 110 responses
for each attribute, the support percentages for each method
are depicted in Fig. 7. Notably, our method outperforms all
others on comprehensive aspects, receiving 70.99% of the
responses for overall naturalness.

4.3 Validation Experiments
Motion Interpolation. We provide visualizations for mo-
tion interpolation of our face animator to showcase its ro-
bustness in motion editing. The reference images IRs, de-
coded from the reference latent representations zRs, consis-
tently exhibit a frontal pose and mean expression, demon-
strating the effective disentanglement of motion from iden-
tity. In Fig. 8, as the coefficient λ of the latent navi-
gation vector ηR→Dt

linearly increases, the final image
derived from zR + ληR→Dt

(denoted by ληR→Dt
, λ ∈

0.25, 0.5, 0.75 in the figure) gradually transfers in all mo-
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𝑰𝑆 𝑰𝑅 0.25𝜂𝑅→𝐷𝑡
0.5𝜂𝑅→𝐷𝑡

0.75𝜂𝑅→𝐷𝑡 𝑰𝐷𝑡𝑰𝐷 𝑡𝑡

Figure 8: Visualization of motion interpolation.

Source
Video

Source
Audio

Video-
driven
Poses

Video-
driven
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Figure 9: Demonstration of multi-modal driving results.

tions, until λ = 1 to reach the target ones, indicating the
effectiveness and versatility of our method in controllable
motion transformation and identity disentanglement.
Gaze Orientation. To validate the gaze control capability
of our face animator, we set the yaw angle in the driving
gaze direction to three different values (0, 0.3π, −0.3π), cor-
responding to looking forward, left, and right, respectively.
Using the same audio clip, the results for two identities are
shown in Fig. 1, demonstrating effective manipulation on
gaze orientation across various input portraits.
Multi-modal Driving. In addition to solely relying on
audio-driven generation, our approach allows for the extrac-
tion of intermediate motion descriptors from a source video,
enabling multimodal-driven animation. As illustrated in Fig.
9, the ”Video-driven Exps” scenario involves deriving e1:T
from the source video and the p1:T from the source audio,
and vice versa. The video-driven signals in the results align
with those of the source video, while allowing variations in
the audio-driven component. These results demonstrate the
effectiveness of our approach in achieving disentangled con-
trol over facial animations, with promising implications for
multi-modal applications.

4.4 Ablation Study
Two-stage Strategy. To verify the effectiveness of our care-
fully designed two-stage expression predictor, we conduct

Strategy MLD ↓ SSIMe ↑
w/o Stage 2&f1:T 1.785 0.813
w/o Stage 1 1.931 0.836
w/o Distillation 2.012 0.852
Full-transformer 1.806 0.894
Full-LSTM 1.792 0.915

Table 3: Ablation results for the two-stage strategy in ex-
pression prediction. The best results are highlighted in bold.

ablation studies on 100 videos of the HDTF dataset with
the following variants: 1) w/o Stage 2&f1:T : Produce the
expression coefficients in a regressive manner by only em-
ploying the mapping network in Stage 1 without inputting
eye motions features. 2) w/o Stage 1: Generate expressions
directly through Stage 2 without pre-training the Stage 1 net-
work. 3) w/o Distillation: Use the ground-truth lip motions
as the training target in Stage 1 instead of distilling from
the lip expert. 4) Full-transformer: Our full training strat-
egy with Glstm replaced by a transformer model. 5) Full-
LSTM: Our full training strategy.

We compute the average mouth landmark distances
(MLD) and eye motion structural similarities (SSIMe) for
the generated expression coefficients to evaluate each de-
sign choice in lip synchronization and eye motion genera-
tion. The numerical results are reported in Table 3. The Full-
strategies demonstrate enhanced alignment of mouth shapes
compared to the variant w/o Stage 1. This underscores
the significant role played by the pre-trained first stage in
learning lip motions synchronized with audio, where the
distillation approach is also indispensable. Despite achiev-
ing the best performance in lip synchronization, employing
only a mapping network to predict expressions (w/o Stage
2&f1:T ) faces challenges in producing realistic eye motions
and leads to poor SSIMe score. In contrast, our Full- models
simultaneously achieve higher lip-sync quality and natural-
ness in the results. Notably, the LSTM-based architecture
surpasses the transformer-based one due to its ability to ef-
fectively model dependencies between neighboring frames,
contributing to the overall enhanced performance in lip-sync
generation by enabling more accurate sequential prediction.

5 Conclusion
In this work, we introduce GoHD, a novel and robust frame-
work for generating realistic audio-driven talking faces. Be-
yond pose and expression coefficients, we incorporate gaze
direction as an additional driving condition for gaze-oriented
animation. We employ a conformer-structured conditional
diffusion model to synthesize rhythmic head poses. For
audio-driven expression generation, we devise a predictor
trained in a two-stage manner that separates frame-wise and
frequent lip motions from other temporally dependent but
less audio-related movements. Moreover, a latent naviga-
ble animation module is proposed for gaze-oriented and ro-
bust motion transformation. Experimental results illustrate
the superiority of our GoHD to produce high-quality talking
videos for any subject.
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